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Abstract— Tactation is the sensation perceived by the sense of
touch. Tactation is based on the skin receptors. The skin nerves
can be stimulated by mechanical, electrical or thermal stimuli.
Apart from fibers for pain, skin has six more types of receptors.
A review of the state of the art concerning the physiological
and technological principles, considerations and characteristics,
as well as latest implementations of micro-actuator based tactile
graphic displays and the relative software interfaces structures
and representations is presented. Fabrication technologies are
reviewed in order to demonstrate the potential in tactile ap-
plications. Existing electronic Braille displays for accessibility
are limited to text-based information. Graphic tactile displays
enable for viewing images by the sense of touch on a reusable
surface and substitution of the visual/auditory sense. Applications
include education, engineering/artistic design, web surfing, and
viewing of art and photographs. Tactile substitution can be used
in augmenting accessibility for the blind or deaf in order to: (a)
to enhance access to computer graphical user interfaces, (b) to
enhance mobility in controlled environments. In general tactation
based interfaces may allow communication of visual information
to the brain in situations where the visual or hearing system
is already overloaded such as race car drivers, airplane pilots,
operating rooms, virtual reality and tele-presence.

Index Terms— Tactation, tactile displays, tactile interface, tan-
gible interface, MEMS.

I. INTRODUCTION

Tactile interactions provide important sensory modalities
that are prerequisites for many types of practical Virtual
Environment (VE) applications. Tactile displays have been
proposed as a human-computer interface, in virtual reality
applications and as a complement or substitution of the visual
presentation of information.

Several groups of researchers are investigating the devel-
opment and use of tactile interfaces. Much of the basic psy-
chophysical information needed to support a tactile interface in
VEs is available, although further investigation is still needed.

Current research is exploring the human capability to detect
different surface textures, colors, and complex patterns and
utilize the findings in the development of practical devices.
However even as research issues start to be resolved, practical
problems in engineering and manufacturing versatile displays
that can present tactile sensations to various hand and body

areas remain to be tackled in order to arrive at new products
with practical use.

This paper presents an overview of the state of the art in
tactile display technology along with a number of indicative
application areas.

In the first section the human tactual sensory system is
examined in order to provide an understanding of how we,
as humans, interface with the world around us.

The second section presents a classification of the imple-
mented systems, which attempt to automatically convert the
images from visual/audio to tactile. The specific techniques
used in these systems are detailed along with their existing
and potential applications.

The last section presents various software application areas
along with their direct implementation to medicine, military,
education and entertainment.

II. SKIN PHYSIOLOGY

The skin is the body’s largest organ. It’s functions include:
1) protecting the body against injury, heat and light radiation,
2) helping the penetration of chemical agents, 3) preventing
the invasion of microbes and microorganisms, 4) regulating the
body temperature, 5) eliminating harmful substances resulting
from the metabolic activities, 6) secreting hormones and
enzymes, 7) playing an immunological role, cooperating with
langerhans cells and 8) acting as an external sensory organ
having several kinds of sensors.

This last function of the skin is the one exploited in tactile
interfaces. Unique from other senses the tactual sense is pro-
viding information to individuals and primarily to the visually
and sensory impaired about such physical world qualities as
temperature, perception of texture, position and motion.

In order to guide the design for better interfaces a thorough
understanding of the several modalities of the skin’s sensors
and nerves and their response to external stimuli is essential.

The surface of the skin is made of a conglomeration of
dead cells. Underneath the surface, there are very thin and
distinct layers, which are called: the Epidermis which has
a thickness that varies from 0.4mm to 1.6mm, the Dermis
which is 5 to 7 times thicker than the Epidermis, lying below
the epidermis and is linked to it by the basement membrane



Fig. 1. Skin Anatomy [1].

and the Hypodermis the skin’s third and the last layer, which
binds the skin with the muscle tissues. This layer is highly
elastic and has fat cells acting as ”shock absorbers”, thereby
supporting delicate structures such as blood vessels and nerves.

The skin characteristics vary along the many parts of the
human body. However, the major part of the current research
work is related to the glabrous skin (without hair), as most of
the applications developed so far are applied either on the palm
and finger or some other parts of the body like the abdomen
or the arm.

The skin is sensitive to pressure (positive or negative),
vibration, temperature, electric voltage and current.

In order to facilitate the sense of touch, the skin includes [2]
7 classes of Mechanoreceptors, 2 classes of Thermoreceptors,
4 classes of Nocioceptors, and 3 classes of Proprioceptors.
Table I outlines seven mechanoreceptors and their respective
sensory modalities. An analysis of each modality reveals
different levels of appropriateness for the construction of a
tactile display. Four kinds of mechanoreceptors rely in the
skin tissue [1], [3], [4], [5], each at specific depths of the
skin. On the palm, the shallowest (Meissner corpuscle) and the
deepest (Pacini corpuscle) mechanoreceptors and , are located
below the surface by about 0.7mm and 2mm, respectively.
Among the different classes of mechanoreceptors the most
commonly exploited, in tactile display applications, are the
Merkel cells for pressure sensation, the Meisner corpuscle for
low frequency vibration and the deep Pacinian corpuscle for
high-frequency vibration [6].

Heat and temperature are also important modalities for the
sense of touch. Although it seems that the skin is sensitive to
temperature, our receptors cannot measure the exact tempera-
ture of the surface but, they rather feel the thermal energy flow.
Therefore, temperature is used to add quality characteristics to
the tactual sense. Also it is known that skin temperature can
significaly influence the sense of tactation [7], [8].

The parameters, for each receptor, that mostly affect the
design of a tactile display are:
- spatial resolution and sensitivity of the sensors,
- temporal processing characteristics (adaptation, summation);

these charactestics classify mechanoreceptive units into four
categories; rapidly adapting I and II (RAI and RAII) and

TABLE I
HUMAN MECHANORECEPTORS AND CORRESPONDING SENSORY

MODALITIES

Receptor Sense modality
Meissner Corpuscle Stroking, fluttering

Merkel Disk Receptor Pressure, texture

Pacinian Corpuscle Vibration

Ruffini Ending Skin stretch

Hair follicle Stroking, fluttering

Hair Light stroking

Field Skin Stretch

slowly adapting I and II (SAI and SAII), whose end organs
are Meissner corpuscles, Pacinian corpuscles, Merkel cell
neurite complexes, and Ruffini endings, respectively [9],

- spatial features of processing,
- delays in processing information (0.4− 120m/s).

III. HARDWARE IMPLEMENTATIONS

Exploiting the modalities of the skin’s sensors, the systems
implemented so far can be classified into the following major
categories:
- pressure,
- vibration,
- electric field,
- temperature (or thermal flow).
Furthermore the mechanical or electrical stimulation of the
receptors classifies the devices into two categories. Pressure,
vibration, wave and electrorheological fluid based devices
stimulate the mechanoreceptors using mechanical energy and
exploit the modality of each mechanoreceptor. On the other
hand a second class of devices has been proposed that directly
activate nerves using electric field. The previous modalities are
mainly used to present spatial information whereas thermal
flow is used to add quality characteristics in the data presented,
simulating color in vision. Some applications combine differ-
ent modalities by selectively activating different receptors and
creating a richer communication.

A. Mechanical energy devices

1) Pressure based devices: Pressure based tactile displays
follow the scheme presented in Fig. 2. The tactile pattern is
formed by an array of pins that can either be in one of two
positions (up or down) or vibrate in the vertical direction in
order to use both the pressure and vibration modalities of the
skin. The array of pins can be used as a graphic display or a
Braille display. In order to overcome the difficulties presented
by the Braille paper usage, the earlier designs were using
reconfigurable pressure tactile displays.

The pins are moved by actuators based on piezoelectricity
[10], [11], [12], [13], electrically cotrolled pneumatic valves
[14], electromagnetic forces [1], [3]. Piezoelectric Braille
displays currently dominate the market, although they are quite



Fig. 2. Typical Tactile Display. Shape displays control the rising movement
of the contactors. In a vibrotactile display, the contactors oscillate at a fixed
frequency

expensive. They all use the same technology, a little piece of
ceramic substrate that is shaped to the right dimensions.

2) Vibration based devices: A significant amount of re-
search has been performed the past fifteen years regarding
vibration based (also called Vibrotactile) interfaces [15], [16],
[17], [18], [19], [20], [21], [22], [23], [24], [2], [25] [26], [27],
[28], [29], [30], [31].

In [21] a tactile display device is described relying on
lateral skin stretch stimulation. It is constructed from an array
of 64 closely packed piezoelectric actuators connected to a
membrane. The deformations of this membrane cause an array
of 112 skin contactors to create programmable lateral stress
fields in the skin of the finger pad. Using similar rationality
a tactile display system (called the STReSS Fig. 3) was
constructed [25], which can produce “tactile movies”, that is,
rapid sequences of tactile images refreshed at a rate of 700 Hz.
The display uses an array of one hundred laterally moving skin
contactors designed to create a time-varying programmable
strain field at the skin surface. The density of the array is of
one contactor per millimeter square, resulting in a device with
high spatial and temporal resolution.

Ikei et. al [18], [19] presented the design of a haptic
texture display consisting of fifty vibratory pins that evoke
a virtual touch sensation of textured surfaces contacted to
the users fingerpad. A pin drive mechanism was fabricated
by adjusting a natural frequency to expand the displacement
of a piezoelectric actuator, controlled by a system that enables
amplitude changes in 200 steps. Sensation intensity was scaled
and indicated by a power function of pin amplitude. The pins
used vibrated at a frequency of 250Hz, corresponding to the
stimulation for Pacinian corpuscle.

ComTouch [23], is a device that augments remote voice
communication with touch, by converting hand pressure into
vibrational intensity in real-time and therefore enriching in-
terpersonal communication by complementing voice with a
tactile channel.

In [2] a vibrotactile display is integrated in the shoulder
pad, researching the use of vibrotactile displays in wearable
devices. Vibration is a suitable candidate for clothing insert
based tactile displays as the scale of the impulse and geometry
of a vibration device facilitate easy integration into small
garment spaces. Furthermore in [29] a wearable interface
called “ActiveBelt” is proposed, which enables users to obtain
multiple directional information with vibratory activated tactile
sense. Using Nitinol, a shape memory alloy (SMA), a small

Fig. 3. The STReSS actuator [25].

and flexible tactile display was constructed for the torso
[30]. The design generates large stresses and strains and is
able to fit in the thin space of a vest. In experimental tests
conducted on the SMA, a pulse 1 A in amplitude and 1 s
in duration produced an average displacement of 3.7mm and
peak pressures about 20 times the touch threshold for the torso.
These results are promising in using Nitinol as a basis for
wearable devices.

A vibrotactile display, consisting of eight vibrating elements
or tactors mounted in a driver’s seat, was tested in a driving
simulator [27]. The results of the tests ran on participants that
drove with visual, tactile and multimodal navigation displays
demonstrated that the tactile navigation display reduces the
driver’s workload, compared to the visual display, particu-
larly in the high workload group. The fastest reaction was
found with the multimodal display. It was concluded that
a localized vibration or tap is an intuitive way to present
direction information, and that employing the tactile channel
may release other heavily loaded sensory channels, providing
a major safety enhancement. The authors have also considered
the use of a vibrotactile display in the cockpit [32].

Ref. [28] presents the use of vibrotactile cues in the torso,
as a means of improving user performance on a spatial task.
The vibrotactile stimuli were delivered using tactors placed
at eight, evenly spaced compass points around the torso of
the subject. The tactors were positioned individually for each
subject, and held in place by pressure using a neoprene belt,
forming a “TactaBelt”. The tactors vibrated at a frequency
of 142Hz at 3.0V , and had a vibration quantity of 0.85G.
In a building-clearing exercise, directional vibrotactile cues
were employed to alert subjects currently exposed in areas
of the building that were not cleared yet. Comparing the
results with and without the use of vibrotactile cues, subjects
cleared more of the overall space when given the added
vibrotactile stimulus. The average length of each exposure was
also significantly less when vibrotactile cues were present.

3) Surface acoustic waves: In [?], [?] a tactile display
based on Surface Acoustic Wave (SAW), which can continu-
ously change the fineness of the surfaces grain, is presented.
For their implementation they make use of the rapidly adapting
characteristic of Meissner corpuscles and Pacinian corpuscles.



4) ElectroRheological and MagnetoRheological devices:
Electrorheological (ER) tactile displays [?], [33] are a special
class of mechanical devices that work with the aid of an
ER fluid. An ER fluid is defined [34] as a suspension of a
dielectric solid or polymeric particles (the dispersed phase) in
an insulating base oil (the continuous phase), which under
normal conditions behaves as a Newtonian fluid. On the
application of an electric field the fluid has the ability to
transform from a liquid to a plastic state in milliseconds,
the fluid viscosity being proportional to the field strength.
When a tactel (TACTual ELement) is activated the fluid layer
above its surface stiffens and the passing probe experiences
a significant horizontal and vertical force Fig. 4. A widely
accepted description of the ER effect states that the dielectric
solid particles in the fluid become polarized and form micro-
structures (chains or clusters) under the presence of an electric
field. The unique features of ER fluids have led to various
applications in clutch systems, shock absorption, noise iso-
lation and vibration control. Even some medical applications
in biomedicine have been investigated. The majority of these
applications use the fluids in shear mode, whereas the ER fluid
in the tactile array is subjected to both shear and squeeze.

Similar to ER fluids, Magnetorheological (MR) fluids
[35] are suspensions of micron sized ferromagnetic parti-
cles dispersed in different proportions of a variety of non-
ferromagnetic fluids. MR fluids exhibit rapid, reversible and
significant changes in their rheological (mechanical) properties
while subjected to an external magnetic field. As with ER
fluids, the MR fluids are also in liquid state without external
stimuli. While MR fluids are subject to a magnetic field, they
behave as solid gels, typically becoming similar in consistency
with dried-up toothpaste. Recent MR fluids are becoming in-
creasingly important in applications concerning active control
of vibrations or switching/control of torque/force.

B. Electro-tactile stimulating devices

An electro-tactile (also called electrocutaneous) display is
a tactile device that directly activates nerve fibers within the
skin with electrical current from surface electrodes [15], [?],
[36], [6], thus generating sensations of pressure or vibration
without the use of any mechanical actuator.

In [?] and [6] the authors proposed an augmented real-
ity system of cutaneous sensation, the SmartTouch. In the
prototype system, a mounted optical sensor converts visual
information from a contact object into tactile information, and
electrical stimulation is employed as a means to present tactile
information. The stainless steel electrodes, each 1.0mm in
diameter, are arranged as a 4 × 4 matrix in the form of a
Braille display. The longitudinal and transversal interval of
the electrodes is 2.5mm and 2.0mm respectively. Using short
anodic and cathodic pulses they have managed to selectively
stimulate the Merkel cells (pressure sensation) and the Meiss-
ner corpuscles (vibratory sensation) respectively.

In [36] the design of a polyimide-based flexible oral tactile
display with an array of 7 × 7 tactual actuators (tactors) is
proposed, for the presentation of electrotactile patterns onto

Fig. 5. Cross-section of prototype SmartTouch [?].

the roof of the mouth. The device is micro-fabricated on a
rigid substrate using thin-film and electroplating processes.
Dome-shaped tactors are electroplated through round openings
300µm in diameter in the flexible polyimide base for more
uniform current distribution and better contact with the skin.
The overall dimensions of the tactor array are 18.5×18.5mm2,
with a center-to-center spacing of 2.54mm between adjacent
tactors. Each tactor is 200µm in height and 700µm in diame-
ter. The flexible oral tactile display has been tested in human
subject experiments and found to deliver comfortable electro-
tactile stimulation with relatively low stimulation intensities.

IV. APPLICATION SOFTWARE

There is a growing family of software applications, pre-
dominantly designed for the Windows environment. Some
indicative recent application areas include:
- Text and Graphics
- Medical applications
- Entertainment and Educational applications
- Military applications
- Tactile displays embedded in consumer electronics and

wearable devices

A. Text and Graphics

Tactile devices allow the user to read the computer screen
and obtain text-based information using refreshable Braille
displays [14], [37], Braille readers [13] and/or tactile mice
[38], [39], [?] in direct-manipulation systems. HyperBraille
[40] provides access to the web adopting the GUI (Graphical
User Interface) concept of the pull-down menus and customize
it on a Braille display. Another example of a www -based
system is the ACCESS project [41] that presents hypermedia
information in Braille. Graphic tactile displays enable viewing
2D images and 3D objects by the sense of touch on a reusable
surface [42], [43], [12] while some experimental work has
been done on conveying object surface texture [44], [18].
Furthermore, projects like GUIB (Graphical User Interface for
the Blind) [45] or Mercator [46] aim towards accessing GUI
through a non-visual interface supporting special sounds and
tactile output devices.

B. Medical applications

A remote palpation system will convey tactile information
from inside a patient’s body to the surgeon’s fingertips during
minimally invasive procedures [47]. These instruments will
contain tactile sensors that measure pressure distribution on
the instruments as tissue is manipulated. Creation of remote



Fig. 4. ERF in squeeze mode (left) and ERF in flow mode (right) [?].

palpation technology will increase safety and reliability in
present minimal invasive procedures. Furthermore, tactile dis-
plays may be used for ”smart” surgery, i.e. when the ”smart”
scalpel contacts a vital region such as an artery, the sensor
detects surface information and the display produces repulsive
force to protect the region [6].

C. Entertainment and Educational applications

Several software applications have been developed for
amusement and educational purposes. Most of the programs
are realizing the function of drawing /erasing tactile images
[12], cognitive games, tactile tools, and a range of learn &
play software applications [38]. Additionally, an application
program for the delivery of music notation to blind people
has been developed [48].

D. Military applications

Tactile displays have shown to provide improved situation
awareness to operators of high performance weapon platforms,
and to improve their ability to spatially track targets and
sources of information. Tactile displays can reduce perceived
workload by its easy-to-interpret, intuitive nature, and can
convey information (strong vibrotactile sensation) without
diverting the user’s attention away from the operational task
at hand [49], [50], [29], [51], [52], [32].

Tactile displays are used specifically in:

- Military aviation for spatial orientation as well as threat and
target information.

- Underwater operations for guidance and communication
cues.

- Training and simulation adding the sense of feel and provid-
ing a more realistic physical response in training situations.

- Land forces for guidance, navigation and communication
cues.

- Space exploration for continuous orientation information.

E. Tactile displays embedded in consumer electronics and
wearable devices

Tactile interfaces can be also used as a channel for com-
municating with miniature handheld [10], [23], [11], [2], [31]
or wearable devices [51], [2], [30] providing more effective,
comfortable and enjoyable interaction. Some of the uses will
include navigation [29], [52], [27], notification though touch,
monitoring the status of a process or using gestures to interact
with the device.
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