Minimising the number of tool switches with tools of different sizes.
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Abstract—In this paper we address the combined problem of job-ordering and tool placement, where each tool can occupy more than one slot of the primary storage magazine. The capacity of the magazine is limited so that all the tools necessary in the production cannot fit into the magazine at the same time, and the cost of magazine reorganization depends linearly on the number of tool moves. Our task is to find the order of processing the jobs and the positions to put the tools in the magazine, so that the total cost of switching tools from one job to the next is minimized. We introduce a new heuristic for the problem. The algorithm hybridizes an efficient tool switching algorithm based on the matrix permutation problem and a novel two level storage management algorithm. We compare the proposed solution method to previous approaches from the literature. Our comparisons indicate that the new algorithm procudes results with costs almost a third of the costs produced by algorithms previously known in this field.
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I. INTRODUCTION

The problem of increasing the production efficiency in flexible manufacturing systems by computational means has become an important aspect of manufacturing with the arrival of computer numerically controlled (CNC) machinery. While the kind of machinery is an excellent means of increasing the degree of automation in the production, it still leaves numerous questions open with respect to its optimal usage. Some of these deal with the tool management which has clear effect on the operating cost and the productivity of the manufacturing process.

In particular, we consider the case where a CNC machine processes a number of jobs with a number of changeable tools. It is imposed that each job requires some subset of tools for its processing and that the machine has a primary tool magazine with a lower capacity than the number of all different tools [2]. When proceeding to the next job, the tools used by the next job must placed in the magazine, if not already there. Because not all the tools fit into the tool magazine some of the tools in the magazine may have to be removed to make room for the tools of the new job.

Flexible manufacturing systems are used in various industries to achieve efficiency in low volume high-mix product manufacturing. One example is, in the electronics industry, the assembly of printed circuit boards (PCB). Each PCB contains a number of components, and different PCB types are assembled by the system [5]. One can, in this context, interpret the component types (stored in component reels, sticks, etc.) as ”tools” and the feeder unit as a ”magazine”.

Various aspects of the tool management have been discussed in literature. One aspect is the ordering of the jobs so that the number of required tool switches is minimized. This problem is also known as the tool switching problem. The problem is NP-hard even in the simplified case where all the tools are of the same size, and a number of heuristic solutions have been proposed in the literature [1]. The tool-loading problem considers a case where the job sequence is given, and the goal is to find a placement and removal order of tools, that the total cost of required tool changes is minimized. This problem can be solved optimally in the case of equal tool sizes using the KTNS (Keep Tool Needed Soonest) algorithm, as showed by Tang and Denardo [4].

For different tool sizes, the tool-loading problem becomes NP-hard as showed by Matzliach and Tzur in [6]. This problem is addressed in the literature also as the Dynamic Storage Management Problem, or DSMP. Because of different tool sizes, the storage area will become fragmented after processing a number of jobs, and the question arises how to place the tools to minimize the fragmentation. The online version of this problem also appears in operating systems, where the system memory is shared among various tasks [3]. The offline version has been discussed in the context of flexible manufacturing systems [7].

The DSMP has been addressed in literature as the two level storage management problem in [6] and [7]. In this problem there are two magazines holding tools, one with a limited capacity internal to the machine, the other with an unlimited capacity external to the machine. The primary (internal) magazine can hold only a limited number of tools, and if a required tool is not in the primary storage area the machine must pick it up from the secondary (external) storage area. This may also involve the removal of some tools from the primary storage area, see Matzliach and Tzur in [6] and Hirvikorpi et al. in [7].

The combined problem of job-ordering, tool placing and tool-loading problems has been studied previously only for equal tool sizes [9]. The problem is easy in the sense that the tool-loading and placing can be solved optimally for it. In real life manufacturing systems it is likely that the tool sizes are unequal, see [8] for a number of heuristics for solving the problem.

In this paper we consider a new approach to the job-
ordering, tool loading and placement problem with unequal tool sizes. Our approach to the problem is similar to that described by Tzur and Altman in [8], except that we consider a different combination of job ordering and storage management algorithms. Our storage management algorithm is based on the heuristic by Hirvikorpi et al. in [7], with small variations required by the nature of this problem. For the job-ordering we modify the heuristic introduced by Djellab et al. in [9]. This heuristic has been used very successfully to optimize instances of job-ordering problem with equal tool sizes [11]. The original Djellab heuristic is based on the KTNS tool-loading heuristic which we replace with our own tool-loading and placement heuristic.

The rest of this paper is organized as follows. In Section 2 we formally specify the problem and its assumptions. In section 3 the Djellab tool switching heuristic is briefly described, a detailed description can be found in [9]. Our use of the Djellab method is neutral in the sense that it does not take any position on the (equal or unequal) sizes of the tools. In Section 4, a modified version of the storage management heuristic of Hirvikorpi et al. [7] is described. In Section 5 we give the combined heuristics for the tool switching problem with different tool sizes. Section 6 summarizes the results of numerical tests with the new algorithm, here we observe that the new algorithm outperforms existing solution by a factor of 3, for large problem instances. Section 7 contains concluding remarks on the subject.

II. PROBLEM DESCRIPTION

The problem of Job ordering, tool Loading and tool Placement with unequal tool sizes (JLP for further abbreviation) has the following parameters:

- $N$ - the number of jobs to be processed.
- $M$ - the number of different tools available.
- $C$ - the capacity of the tool magazine (number of slots) used as the primary storage area.
- $T$ - set of tools, where each tool $t \in T$ has a transfer cost $c_t \in \mathbb{R}^+$ which is the cost to move, remove or insert the tool into the magazine, and a size $s_t \in \mathbb{N}$ which is the number of slots occupied by the tool.
- $A$ - a job-tool incidence matrix. The size of $A$ is $N \times M$ and the element $a_{ij}$ of $A$ is 1 if the $i$th job requires the $j$th tool, and 0 otherwise.

The goal is to find an ordering of the jobs (job scheduling) and the placement and loading order of the tools, so that the total cost of switching the tools between jobs is minimized. This problem statement omits the lifetime limitations of the tools. We assume that the tools do not wear and therefore can reside in the magazine as long as they are needed.

The JLP problem is NP-hard as shown by Matzliach and Tzur in [6], even in the case where the order of the jobs has been fixed. The best known heuristic for this problem is the Aladdin heuristic proposed by Tzur and Altman in [8]. The Aladdin algorithm combines the job-ordering and the tool-loading problems into a single heuristic.

We propose an algorithm, in which a job-ordering algorithm is used to sequence the jobs and a two level storage management algorithm is used to minimize the tool switching cost of each job sequence. Tzur and Altman experimented in [8] with various two-stage heuristics, where the job ordering and tool switching stages were separated. Their tests indicated that two-stage approaches gave weaker results than a unified one-stage solution, namely the Aladdin algorithm. We will see that, by choosing the heuristics carefully, one can create an efficient two-stage approach. We also note that the choice of storage management heuristic is crucial: most of the job-ordering heuristics presented in [8] can be improved simply by a different choice of the tool storage management algorithm.

III. THE DJELLAB-GOURGAND TOOL SWITCHING HEURISTIC FOR EQUAL TOOL SIZES

The novel heuristic algorithm proposed by Djellab and Gourgand in [9] uses a hypergraph representation of the tool switching problem. The algorithm solves a weighted version of the matrix permutation problem [11]. As presented by Djellab et al. in [9], the algorithm gives excellent results for the tool switching problem when the tool sizes are equal.

A major strength of the heuristic by Djellab et al. [9] is that it is able to consider also an initial partial order of the jobs. The fact that certain jobs can be processed only after other jobs is commonly ignored in the tool switching literature.

The Djellab-Gourgand heuristic consists of two major parts:

- Given a priority order in which the jobs are considered for insertion, create a job sequence so that the number of tool switches using the KTNS policy is minimized. This procedure is called the Best Insertion (BI) heuristic.
- In the second part, iteratively try to improve the results by generating random priority orders and using the BI heuristic with these priority orders. This procedure is called the Iterative Best Insertion (IBI) heuristic.

In our implementation we modified the Djellab-Gourgand heuristic to allow different tool sizes. This is necessary due to the fact that the KTNS policy which is used in the original algorithm assumes equal tool sizes in order to be optimal.

The reader is referred to [9] for a detailed description of the original Djellab-Gourgand heuristic. Basically we apply here the same algorithm with the difference that we do not use the KTNS policy for tool placement, but the IMTM storage management algorithm proposed in section 4.

IV. THE STORAGE MANAGEMENT HEURISTIC

The problem of storage management with different tool sizes and fixed job ordering has been proved to be NP-hard by Matzliach and Tzur in [6]. A number of algorithms have been proposed to solve this problem. In the case of moveable tool positions Matzliach and Tzur in [6] proposed an algorithm. The problem becomes even more complicated in the case when the tools cannot be moved unless involving the tool switching cost to each move. This problem has been recently addressed by Hirvikorpi et al. in [7] and they give heuristics to solve the problem.
We suppose in the storage management problem (with different tool sizes and magazine reorganization costs) that there are $N$ jobs to be processed in a predefined order, and the jobs use in total $M$ different tools. The task is to determine a tool switching and placement strategy, which minimizes the total cost of tool changes. Tool $t$ consumes $s_t$ slots of the magazine, and the cost of removing the tool $t$ into the magazine is $c_t$. The $N \times M$ binary matrix $A$ tells whether the tool $t$ is used ($A(j,t) = 1$) or not ($A(j,t) = 0$) in a job $j$. The capacity of the tool magazine is $C$ slots.

In the present paper we implement a heuristic based on the SMMT-2 heuristic introduced by Hirvikorpi et al. in [7]. We name this algorithm Iterative Multi-Tool Manager or IMTM algorithm. In our implementation we have improved for efficiency reasons the method SMMT-2 uses for choosing tools for removal. This was necessary because storage management decisions are made repeatedly in the IBI procedure (of the Djellah-Gourgand heuristic) a great number of times and they thus become a bottleneck of the joint solution algorithm of the JLP problem. As to the results produced by the new heuristic and that of [7], according to our evaluations the solutions are of similar quality, but the new heuristic runs about 190 times faster.

### A. Removal cost matrix

When cleaning the magazine for new tools, the decisions on which tools to remove are central to the IMTM algorithm. In order to save computation time, we precompute a matrix $R$ of size $N \times M$, containing the removal cost for each tool of each job. Whenever the algorithm has to decide which tool to remove at a certain job, it uses the removal cost matrix to choose the tool.

The elements of $R$ are calculated in a way that resembles how the KTNS rule is used to choose the tools to be removed, but now the removal costs are taken into consideration. For each job $j$ and tool $t$ let $\text{dist}(j,t)$ be the distance to the next job using the tool. If job $j$ uses the tool, the distance is 0, otherwise it is the number of jobs until the tool is used again. Formally,

$$\text{dist}(j,t) = \begin{cases} 0 & \text{if } A(j,t) = 1 \\ m & \text{if } A(j + m, t) = 1 \text{ and } A(j + i, t) = 0 \text{ for all } i \in [0, m], \text{ and } m > 0 \\ N & \text{if } A(j + i, t) = 0 \text{ for all } i \in [0, N - j] \end{cases}$$

If the tool is not used in any of the forthcoming jobs, the distance is the number of jobs $N$, so that no other (used) tool can have this large distance. The tool removal costs ($R$) are then given by the following formula which weights the tool removal costs by their distance to the next use. In this way we reuse the principle of the KTNS algorithm for tools of different sizes.

$$R(j,t) = \begin{cases} c_t / \text{dist}(j,t) & \text{if } \text{dist}(j,t) > 0 \\ \alpha \cdot c_t & \text{if } \text{dist}(j,t) = 0 \end{cases}$$

Here $\alpha$ is an arbitrary constant greater than 2, to give the highest removal cost for tools used by the current job (with distance 0). The storage management algorithm uses the $R$ matrix when searching for the block of consecutive magazine slots with the lowest removal cost, to make room for new tools. Naturally $R$ is only one (heuristic) measure for favourable actions to be taken when solving the storage management problem.

### B. Outline of the IMTM algorithm

The IMTM algorithm builds a content of the tool magazine for each job by considering the magazine from the previous job, and inserting the tools needed by the job but not already in the magazine.

The tools are always inserted one by one, into the smallest available space they can fit. If the magazine does not contain enough empty space, the algorithm removes from the magazine some tools, which are not needed by the current job, to make room for the new tool. The choice of the tools to be removed is made according to the lowest removal cost value defined by $R$.

If no room can be made by removing unused tools, the algorithm removes from the magazine a tool which is required by the current job, and restarts, trying to insert the new tools (including the removed one) needed by the current job. This last step will cause a rearrangement of the tools in the magazine.

The algorithm tries to build a magazine with limited capacity for the current job using the tool magazine setting of the previous job. The algorithm iterates through all jobs and applies a magazine building procedure for each job. The magazine is considered to be empty before the first job.

### C. Inserting in a free area

The storage management algorithm first looks for available empty spaces in the magazine for the new tool. This is done by the $\text{InsertFreeArea}$ procedure. Given the size of the tool to be inserted, the $\text{InsertFreeArea}$ searches the magazine to the shortest sequence of free slots, where the sequence contains at least as many slots as required by the tool size.

If such an area is not found, the storage management proceeds with the next step by trying to insert the new tool over some removable tools.

### D. Inserting in a removable area

In order to insert a new tool over some removable tools, the algorithm must choose which tool can be removed. This choice is made according to the removal cost values stored in the $R$ matrix.

Function $\text{InsertRemovableArea}(\text{magazine, job, tool, ts})$: Boolean implements the insertion of a new tool tool with size ts into slots containing removable tools using magazine (an array of slots) to store the tools. The algorithm differentiates between tools which are used by the current job job, and tools which are not (and can thus be removed). The implementation separates the magazine space into removable and non-removable areas. Given a tool with size ts and
a removable area containing enough slots for the tool, the algorithm searches for a sequence of $ts$ slots with a lowest total removal cost. This is done by checking the removal cost by the aid of our matrix $R$ for each possible insertion location of the new tool.

Procedure $\text{InsertRemovableArea}$ uses function $\text{GetToolRemovalCost}$ to find the lowest cost insertion slots in a removable area. Here $\text{start}$ is the start of the area where insertion is considered, $\text{end}$ is the last slot where insertion can occur, and $\text{cost}$ is the cost of making free space at the returned position.

Tool removal costs are computed with function $\text{GetToolRemovalCost}$ which calculates the removal cost of tools stored in $\text{len}$ consecutive slots starting at $\text{pos}$. This is done by simply summing up the values $R[\text{job}, t]$ where $t$ ranges from $\text{pos}$ to $\text{pos} + \text{len} - 1$. Routine $\text{FindMinimumCostPlace}$ applies $\text{GetToolRemovalCost}$ for each possible starting position, and returns the one with the minimal cost.

The implementation of the main insertion routine is illustrated in the pseudocode below.

```plaintext
Procedure $\text{InsertRemovableArea}($magazine, $job$, $tool$, $ts$): Boolean

pos = 0 // index of the slot where insertion can occur
cost = 0 // current cost of insertion at pos
for $j = 1$ to $C$
  if tool at magazine[$j$] is not used
    next = index of the first used tool after $j$
    $i = \text{FindMinimumCostPlace}(magazine, job, start, next - 1, ts, c) //$c$ is the cost of inserting the tool at position $i$
    if $i > 0$ and $c < cost$ then // suitable for insertion
      set pos to $i$ and cost to $c$
  end
end

if pos > 0 then // there is a slot where we can insert
  remove tools from magazine[pos..pos + ts - 1]
  store tool at magazine[pos]
end
return (pos > 0)
```

Algorithm $\text{InsertRemovableArea}$ can thus insert tools anywhere in a removable area, even into the middle of it. This means that the magazine can become fragmented after a number of tools have been placed over removable tools. This problem is somewhat handled by considering the tools in their decreasing order of size. Nevertheless, the algorithm might fail to insert the tool, and control is returned to a higher level in the storage management algorithm where we reconsider the tool insertion into a fragmented magazine space.

### E. Inserting multiple tools

Let us now consider a higher level of hierarchy of the $\text{IMTM}$ algorithm. As stated in the outline of the storage management algorithm, a number of new tools are inserted into the magazine for each job. This is done by function

```plaintext
Procedure $\text{InsertMultiTool}($magazine, $job$, $T$): Boolean

which does the insertions tool by tool. The algorithm first tries to insert using $\text{InsertFreeArea}$, and if that fails then with $\text{InsertRemovableArea}$.

If both of these attempts fail for the current job (no place for new tools), $\text{InsertMultiTool}$ returns 'false' and the $\text{IMTM}$ storage management algorithm tries to rearrange the used tools using function $\text{IteratedInsertMultiTool}$.

This routine considers the tools used by the current job, and the ones inherited from the previous magazine in the increasing order of their removal costs. It removes at each step a tool from the magazine and inserts it in the set of new tools $T$ (the ones not in the magazine but needed by the current job) which will be passed to routine $\text{InsertMultiTool}$ again.

### F. Generating the magazine set-up for each job

At the highest level of the algorithm hierarchy, the storage management algorithm iterates over the set of $N$ jobs, and builds a magazine set-up for each job using the algorithm

```plaintext
Procedure $\text{InsertJobTools}($magazine, $T$, $N$)

which returns as the output an array of magazine set-ups. This is used to compute the total cost of tool switching for a particular sequence $S$ of the jobs.

```plaintext
Procedure $\text{IteratedInsertMultiTool}($magazine, $job$, $T$): Boolean

for $j = 1$ to $N$
  $T_j = \text{tools needed by job } j$
  $\text{magazine} = \text{magazine}[-1]
  \text{IteratedInsertMultiTool}($magazine, $j$, $T_j$)
end
```

### G. Comparison to the SMMT-2

Although the storage management algorithm described above is based on the ideas introduced by Hirvikorpi et al. in [7], there are several fundamental differences between this algorithm and the SMMT-2 algorithm of Hirvikorpi. Both algorithms produce results of similar quality, while the new algorithm does that about 200 times faster in similar conditions.
on the same data set. This allows us to use it as a storage management algorithm embedded into the Djellab-Gourgand job ordering heuristics.

The main differences between the IMTM algorithm and the SMMT-2 algorithm presented by Hirvikorpi et al. in [7] are the following.

The SMMT-2 algorithm tries to insert all the tools for a job in a single block. This might succeed in some cases, but for the upcoming jobs it might cause additional fragmentation.

The SMMT-2 algorithm considers tools to be inserted in a random order. In the IMTM algorithm we consider tools in the decreasing order of their size, placing first tools with larger size.

However, the main difference lies on how tools for removal are chosen. The SMMT-2 chooses the lowest removal cost tool to be removed, and then tries to place a new tool in its place. By removing the tools with the lowest removal cost, one does not always produce enough space for a new tool, and then other tools have to be removed. This causes problems especially when, for example, the two lowest cost removable tools are not in adjacent slots, so their removal does not free up relevant space. This means that we do not always remove the tool with the lowest removal cost.

When the SMMT-2 algorithm runs out of possibilities of placing the new tools, it will try to place them as a single continuous block, relying on a less efficient algorithm. In the IMTM algorithm we remove a tool which is in the magazine from the previous job, and then try the same algorithm to insert the tools required for the current job and not in the magazine.

In SMMT-2 the tool removal cost is calculated in every step, which adds up to the complexity of the algorithm. In the IMTM algorithm we use a precomputed matrix of tool removal costs.

V. THE COMBINED HEURISTICS

The Best Insertion (BI) routine of the job ordering algorithm by Djellab et al. in [9] does not utilize any knowledge of tool sizes. It is practically a gap minimization algorithm, which takes the job/tool incidence matrix, and searches for a job permutation, for which the number of horizontal gaps is minimized. These gaps represent tools which are removed from the magazine to make room for other tools. We use the Best Insertion routine as such in the IMTM algorithm.

The Iterative Best Insertion (IBI) algorithm [9] relies on the KTNS algorithm to evaluate the cost of job permutations found by the Best Insertion algorithm. In our implementation, for ordering jobs with unequal tool sizes, we replace the KTNS algorithm with the IMTM algorithm. We name the new algorithms with the replaced storage management Best Insertion* and Iterative Best Insertion* respectively. In this way the Iterative Best Insertion* algorithm will return a job sequence which has the lowest cost according to the IMTM algorithm, from all sequences found by Best Insertion*.

Because the IMTM algorithm is used at each step in the iteration of the Iterative Best Insertion* algorithm, the speed of the IMTM algorithm is crucial. Our evaluation showed that the IMTM algorithm is fast enough so that the Djellab-Gourgand heuristic remains usable in what comes to the time consumption.

Besides the replacement of the KTNS algorithm by the IMTM algorithm, all the other aspects of the job ordering remain as described by Djellab et al. in [9]. We name the new job ordering algorithm using tools with unequal sizes DG+.

VI. COMPUTATIONAL RESULTS

We compared the DG+ algorithm presented in this paper to the Aladdin algorithm introduced by Tzur and Altman in [8]. We used the original implementation of the Aladdin algorithm, which was kindly provided to us by Dr. M. Tzur.

The Aladdin algorithm evaluation in [8] counts the number of tool switches instead of the cost of these switches. Indeed, in some of the manufacturing environments, the impact on the manufacturing cost is the number of switches (steps to refill the magazine), and not proportional to the size of the tools. In our comparison we used this switch counting method both for Aladdin (as it was originally) and the DG+ algorithm.

The original Aladdin evaluation in [8] used random tool size sets for each instance. There were 10 instances for each job/tool number configuration, and there were a total of 4 job/tool configurations as follows: (10, 10), (15, 20), (30, 40) and (40, 60). Each job/tool configuration was tested with 4 different magazine capacities. We fixed the tool size distributions in our evaluation for both the Aladdin and for the DG+ algorithm. Practically this means that we gave the same set of tools as an input for both the Aladdin algorithm and the DG+ algorithm. Table I summarizes the problem instances used in our test. The problem types are characterized by the following parameters:

- \( N \) - The number of jobs to be processed.
- \( M \) - The number of tools used to process these jobs.
- \( Min \) - The minimum number of tools used by a job.
- \( Max \) - The maximum number of tools used by a job.
- \( C \) - The capacity of the tool magazine.

It is important to note, that the comparison does not take account the initial tool setup. This means, that practically only the tool removals are counted when the number switches are evaluated.

In our test we used various tool size distributions, of 3 different tool sizes, occupying 1, 2 or 3 slots. The tool size frequency is indicated in each table. For example \( (1/3, 1/3, 1/3) \) means that each tool size has been used in equal proportion. The tables (II, III, IV, V) containing the test results are organized as follows. The first column contains the type of the
problem instance. The second column contains the capacity of the magazine. The third and fourth columns contain the tool switching costs computed by Aladin and DG+ respectively. The fifth and sixth column contain the running times for Aladin and DG+ respectively.

Tables 2, 3, 4 and 5 present the comparison of results between the Aladdin algorithm and the DG+ algorithm. There are 3 different tool sizes, tools occupying 1, 2 and 3 magazine slots. The frequency array specifies the number of tools with a given size. The running time of the algorithms was evaluated in milliseconds.

It is observed that DG+ outperformed Aladdin in most of the cases. In small problem instances the results are similar (in one case better for Aladdin). The DG+ algorithm performed excellently in cases of large instances.

VII. CONCLUSIONS

We introduced a new heuristic approach for the combined job scheduling, tool loading and tool placement problem, with unequal tool sizes. The main idea behind this algorithm is to use an efficient storage management algorithm with a previously known job ordering algorithm [9].

The new storage management algorithm is based on the ideas introduced in [7], but here we applied a different policy on how tools are removed, and how the fragmented magazine is rearranged. The combination of these algorithms has not been addressed previously in the literature.

We compared the results of the new algorithm with the results of the Aladdin algorithm introduced in [8]. We found that combining high performance heuristics from both job scheduling and tool placement problems resulted in good quality and time performance. Our results indicate that this algorithm makes a remarkable improvement over previously known approaches. Further consideration of tool wearing could be added to the problem statement of JLP problem.

A further study could investigate the combination of other job scheduling algorithms with the IMTM algorithm and evaluate the result provided by the combination.
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